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Abstract—When modern FPGA architecture becomes increas-
ingly complicated, modern FPGA placement is a mixed opti-
mization problem with multiple objectives, including wirelength,
routability, timing closure, and clock feasibility. Typical FPGA
devices nowadays consist of heterogeneous SLICEs like SLICEL
and SLICEM. The resources of a SLICE can be configured
to {LUT, FF, distributed RAM, SHIFT, CARRY}. Besides
such heterogeneity, advanced FPGA architectures also bring
complicated constraints like timing, clock routing, carry chain
alignment, etc. The above heterogeneity and constraints impose
increasing challenges to FPGA placement algorithms.

In this work, we propose a multi-electrostatic FPGA placer
considering the aforementioned SLICEL-SLICEM heterogene-
ity under timing, clock routing and carry chain alignment
constraints. We first propose an effective SLICEL-SLICEM
heterogeneity model with a novel electrostatic-based density for-
mulation. We also design a dynamically adjusted preconditioning
and carry chain alignment technique to stabilize the optimization
convergence. We then propose a timing-driven net weighting
scheme to incorporate timing optimization. Finally, we put
forward a nested Lagrangian relaxation-based placement frame-
work to incorporate the optimization objectives of wirelength,
routability, timing, and clock feasibility. Experimental results
on both academic and industrial benchmarks demonstrate that
our placer outperforms the state-of-the-art placers in quality
and efficiency.

I. INTRODUCTION

Placement is a critical step in the FPGA design flow,
with a great impact on routability and timing closure. In
the literature, three types of FPGA placement have been
investigated: 1) partitioning-based, 2) simulated annealing
(SA), and 3) analytical approaches [1], [2]. Partitioning-based
approaches such as [3] usually have good scalability, but often
fail to achieve high-quality results. SA-based approaches like
the widely-adopted academic tool VPR [3] can achieve good
results on small designs, but suffer from poor scalability
on large designs. Recent studies have shown that analytical
approaches [4]–[15] can achieve the best trade-off between
quality and runtime. Thus modern FPGA placers mainly adopt
analytical approaches in academia and industry.
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Modern FPGA placement has two major challenges: 1) the
heterogeneity of FPGA architecture, 2) the various constraints
(e.g., timing, clock routing, chain alignment, etc.) imposed
by advanced circuit designs [2], [12], [16]–[18]. The hetero-
geneity of the FPGA architecture comes from the variety of
instance types, the imbalance of resource distribution, and the
asymmetric slice compatibility from the SLICEL-SLICEM
heterogeneity [19]. The diversity of instance sizes and the
inconsecutive site compatibility challenge the modern FPGA
placement algorithms, which are mainly based on continuous
optimization [2], [13]. Dealing with the inherent heterogeneity
of SLICEL-SLICEM presents a considerable challenge for
FPGA placement in practical scenarios. While some previous
works have explored FPGA placement, a few previous works
delved into SLICEL-SLICEM heterogeneity. [12] applies a
progressive legalization strategy to LUTRAM, with an anchor
set on the target location and pseudo nets added to link the
anchor and LUTRAMs, allowing the instance to progressively
move into the corresponding SLICEM. However, this method
happens at the late placement stage and lacks a global
perspective.

Furthermore, solving the highly heterogeneous FPGA
placement problem while satisfying advanced constraints has
become more challenging [2]. i) Wire-induced delays are
becoming the primary source of overall circuit delay [20]–
[22]. Timing-driven placement is required to meet aggressive
timing constraints. However, the nonlinear and nonmonotonic
wire delays impose unique challenges to timing optimization
in FPGA placement. ii) Modern FPGA adopts complicated
clock architectures to achieve low clocking skew and high
performance [16], [17]. Such a clock architecture introduces
complicated clock routing constraints, increasing the chal-
lenges in FPGA placement. Therefore, clock-aware FPGA
placement is required to accommodate the needs of modern
FPGA design flows. iii) Modern FPGA needs to align the
cascaded instances like CARRY into an aligned chain at the
placement stage to boost performance. This chain alignment
requirement induces large placement blocks and tends to
degrade the quality of the solution. CARRY chain positions
in global placement have a high impact on the subsequent
legalization steps and eventual quality of results. In global
placement, the relative position legality of the CARRY chain
is imperative, and subsequent lookahead legalization steps
are performed to optimize further. CARRY chain placement
algorithms are mainly classified into two categories in FPGA
global placement. The first category is hard macro, which
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Fig. 1: (a) An example of a simplified vertical FPGA ar-
chitecture depiction showing a 2 × 2 clock region and half
columns (dash lines) for Xilinx UltraScale. (b) An example
of how the clock demand can be calculated. The different
colors represent different clocks, and the numbers represent
the clock demand of each CR. (c) An illustration of CLB
slices classified into SLICEL and SLICEM with asymmetric
compatibility. In a SLICEL, LUT blocks can be configured
to be LUTs. A SLICEM can only be configured in one of the
following modes: LUT, distributed RAM, or SHIFT. There
is no mixing of LUTs, distributed RAMs, and SHIFTs in a
CLB.

merges the CARRY chain and treats them as a whole during
placement [12], [23], [24]. The second one is macro shred-
ding, which replaces macros with many small and tightly
interconnected fragments [25]–[27]. Based on the placement
of the shredded netlist, the macro position can finally be
inferred from their respective fragments, e.g., their center of
gravity.

In this work, we propose a state-of-the-art placement
framework considering SLICEL-SLCIEM heterogeneity and
the co-optimation with wirelength, routability, clock feasibil-
ity, and timing optimization. We handle a comprehensive set
of instance types, i.e, { LUT, FF, BRAM, distributed RAM,
SHIFT, CARRY }, and cope with SLICEL-SLCIEM hetero-
geneity based on a multi-electrostatic system. We propose a
uniform non-linear optimization paradigm taking wirelength,
routability, clock feasibility, and timing optimization into
consideration from the perspective of nested Lagrangian
method. The main contributions of this work are summarized
as follows.

• We adopt an effective SLICEL-SLICEM heterogene-
ity model based on the division and assembly of
electrostatic-based density formulation.

• We develop a dynamically adjusted preconditioning and
carry chain alignment technique to stabilize the opti-
mization convergence and enable better final placement

results.
• We cope with the time violation by an effective timing-

criticality-based net weighting scheme, and incorporate
the timing optimization into a continuous optimization
algorithm.

• To achieve effective clock routing violation elimination,
we adopt a instance-to-clock-region mapping consid-
ering the resource capacity of the clock regions and
perturbation to the placement, and propose a quadratic
clock penalty function in a continuous global placement
engine with minor quality degradation.

• Putting the aforementioned techniques together, we put
forward a nested Lagrangian relaxation framework in-
corporating the optimization objectives of wirelength,
routability, timing, and clock feasibility.

Experiments on ISPD 2017 contest benchmarks demonstrate
14.2%, 11.7%, 9.6%, and 7.9% improvement in routed wire-
length, compared to the recent cutting-edge FPGA plac-
ers [9]–[11], [15], respectively. Our placer also supports GPU
acceleration and gains 1.45-6.58× speedup over the baselines.
Further experiments on industrial benchmarks demonstrate
that the proposed algorithms can achieve 16% better fMAX,
23.6% better WNS, 22.5% better TNS with about 2% routed
wirelength degradation compared with the conference version.

The rest of the paper is organized as follows. Section II
introduces the preliminary knowledge of the FPGA architec-
ture and modern FPGA placement. Section III details the core
placement algorithms. Section IV shows the experimental
results, followed by the conclusion in Section V.

II. PRELIMINARIES

In this section, we primarily focus on the architecture
of FPGAs and the methodology of multi-electrostatics-based
FPGA placement.

A. Device Architecture
In this work, we use the Xilinx UltraScale family [19],

[30],e.g., the UltraScale VU095 as a model FPGA design
(illustrated in Fig. 1a). The ISPD 2016 and 2017 FPGA
placement challenges employed a condensed version of this
architecture with a limited number of instance types, includ-
ing LUT, FF, BRAM, and DSP [16], [17].

1) SLICEL-SLICEM heterogeneity: Shift registers
(SHIFT) and distributed RAMs are two additional LUT-like
instances of the architecture in addition to regular LUTs.
Slices in CLBs fall into two categories: SLICEL and
SLICEM, whose architectures are depicted in Fig. 1c. Due
to the modest differences in logic resources, SLICEL and
SLICEM support various configurations. The SLICEL-
SLICEM placment constraints can be summarized as
follows:
• LUTs, FFs, and CARRYs can be placed in both SLICEL

and SLICEM.
• SHIFT and distributed RAMs can only be placed in

SLICEM, which sets them apart from other common
instances such as DSPs and BRAMs.

• A SLICEM cannot be used as SHIFTs or distributed
RAMs if it is configured as LUTs; vice versa.



TABLE I: Features of the published state-of-the-art FPGA placers.

Placer RippleFPGA
[28]

GPlace
[7]

UTPlaceF
[5]

elfPlace
[13]

FTPlace
[20]

GPlace
3.0 [29]

RippleFPGA
Clock-Aware [11]

UTPlaceF
2.0&2.X [9], [10]

NTUfPlace
[15]

Lin et al.
[21] Ours

Clock Constraints × × × × × × X X X X X

Resources
Supported

LUT, FF,
BRAM, DSP X X X X X X X X X X X

CARRY, SHIFT,
Distributed RAM × × × × × × × × × × X

Timing Optimization × × × × X × × × × X X
GPU-Acceleration × × × X × × × × × × X

Algorithm Category Quadratic Quadratic Quadratic Nolinear Quadratic Quadratic Quadratic Quadratic Nonlinear Nonlinear Nonlinear

2) Carry Chain Alignment Constraints: As a placement
constraint for CARRY instances, we also need to take carry
chain alignment into account. A carry chain is made up of
several consecutive CARRY instances connected by cascaded
wires from the lower bits to the upper bits, and the CARRY
instances are arranged in CLB slices. According to the
alignment constraint, each CARRY instance in a chain must
be positioned in a single column and in subsequent slices in
the correct sequence for the cascading wires.

3) Clock Constraints: The target FPGA device owns 5×8
rectangular-shaped clock regions (CRs) in a grid manner, as
shown in Fig. 1a. 1. Each CR is made up of columns of site
resources and can be further horizontally subdivided into pairs
of lower and upper half columns (HCs) of half-clock-region
height. Except for a few corner cases, the width of each HC
is the same as that of two site columns, as shown in Fig. 1a.
All the clock sinks within a half column are driven by the
same leaf clock tracks.

The clock routing architecture imposes two clock con-
straints on placement, i.e., the clock region constraint and
the half column constraint, as shown in Fig. 1b. The clock
region constraint limits each clock region’s clock demand to
a maximum of 24 clock nets, where the clock demand is the
total number of clock nets whose bounding boxes intersect
with the clock region. The half-column constraint limits the
number of clock nets within the half-column to a maximum
of 12.

B. Multi-Electrostatics based FPGA Placement

As shown in Fig. 2, electrostatics-based placement models
each instance as an electric particle in an electrostatic system.
As firstly stated in the ASIC placement [31], minimizing
potential energy can resolve density overflow in the layout.
The principle is based on the fundamental physical insight
that a balanced charge distribution in an electrostatic system
contributes to low potential energy, so minimizing potential
energy can resolve density overflow and help spread instances
in the layout. We are also extending this approach to the use
of multiple electrostatic fields, which will enable multiple
types of resource to be handled in FPGA placement, such

1Fig. 1a only contains part of the whole 5 × 8 CRs, but is sufficient for
illustration.

as LUTs, FFs, DSPs, and BRAMs. Fig. 3 2. illustrates a
multi-electrostatic formulation of LUTs and DSPs. In order to
reduce density overflow, we must minimize the total potential
energy of multiple fields because low energy means a bal-
anced distribution of instances. The issue can be summarized
as follows.

min
x,y

W̃ (x,y) s.t. Φs(x,y) = 0, (1)

where W̃ (·) is the wirelength objective, x,y are instance
locations, S denotes the field type set, and Φs(·) is the electric
potential energy for field type s ∈ S. Formally, we constrain
the target potential energy of each field type to be zero,
though the energy is usually non-negative. The constraints
can be further relaxed to the objective and guide the instances
to spread out. Practically, we stop the optimization when
the energy is small enough; or equivalently, the density
overflow is low enough. Notice that the formulation in Fig. 3
assumes that one instance occupies the resources of only one
field, which cannot handle the complicated SLICEL-SLICEM
heterogeneity shown in Section II-A1.

C. Timing Optimization

Timing-driven placement imposes more concern about tim-
ing closure than the total wirelength objective in wirelength-
driven placement. Worst negative slack (WNS) and total
negative slack (TNS) are two widely adopted timing metrics.
WNS is the maximum negative slack among all timing paths
in the design, and TNS is the sum of all negative slacks of
timing endpoints. Thus, WNS and TNS are used to evaluate
the timing performance of a design from the worst and the
global view respectively, and the smaller the WNS and TNS
are, the worse the timing performance is. The timing-driven
placement problem can be formulated as follows.

min
x,y

T (x,y), (2a)

s.t. ρs(x,y) ≤ ρ̂s, ∀s ∈ S, (2b)

where S is the instance type set, ρs(·) denotes the density
for instance type s ∈ S, and ρ̂s represents the target density

2In this illustration, charges on the instances and the illegal sites are of
the same polarity, and legal sites on the layout have zero charges for the
respective field. To further make the total charge zero [31], [32], when we
transform to the frequency domain using FFT we adopt the technique called
Direct-Current (DC) component removal, which is also stated at Section IV-
B in ePlace-MS [33], This is equivalent to subtracting the mean from the
density ρ(·) in the space domain before performing FFT transformation, so
that the overall charge is zero. Actually, the purpose of setting the overall
charge to zero is to ensure that the electric potential, whose negative gradient
is electric field strength, satisfies the zero Neumann boundary condition
(where the normal derivative at a boundary is zero), which prevents the
instances moving out of the boundary.



for instance type s ∈ S. The objective function T (·) can be
WNS, TNS, or the weighted sum of both. Improving TNS
requires collaborative optimization of all timing paths, and is
therefore suitable for the global placement stage. On the other
hand, WNS is more suitable for the detailed placement stage,
as it only considers the worst timing path. It is worth noting
that directly solving Eq. (2) is very difficult, because the delay
model generally has strong discrete and non-convex properties
[34]. Therefore, we draw on the two intuitive elements of
wirelength-driven placement and static timing analysis, i.e.,
net weights and slacks, to tackle this problem.

D. Problem Formulation

TABLE I summarizes the characteristics of the pub-
lished state-of-the-art FPGA placers. In recent years, modern
FPGA placers mainly resort to quadratic programming-based
approaches [4]–[12] and nonlinear optimization-based ap-
proaches [13]–[15] for the best trade-off between quality and
efficiency. Among them, the current state-of-the-art quality
is achieved by nonlinear approaches elfPlace [13] and
NTUfPlace [15], whose instance density models are derived
from a multi-electrostatics system and a hand-crafted bell-
shaped field system. However, most existing FPGA placers
only consider a simplified FPGA architecture, i.e., LUT,
FF, DSP, and BRAM, ignoring the commonplace SLICEL-
SLCIEM heterogeneity in real FPGA architectures [5]–[11],
[13]–[15]. Among these placers, only a few placers utilize
the parallelism that the GPU provides [13], and few consider
timing and clock feasibility in practice [8], [9], [11], [14],
[15].

In this work, we aim at optimizing wirelength, timing,
and routability while cooperating with SLICEL-SLICEM
heterogeneity, alignment feasibility, and clock constraints. We
define the FPGA placement problem as follows.

Problem 1 (FPGA Placement). Taking as input a netlist
consisting of LUTs, FFs, DSPs, BRAMs, distributed RAMs,
SHIFTs, and CARRYs, generate a plausible FPGA placement
solution with optimized wirelength, timings, and routings, sat-
isfying the requirements for alignment feasibility and meeting
the clock constraints.

Instances Electric Particles

Instance Density Charge Density

Density Penalty Electric Potential Energy

Density Gradient Electric Force

Layout Electrostatics System
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Fig. 2: Analogy between placement for a single resource type
and an electrostatic system [33].

III. ALGORITHMS

We will detail the placement algorithm in this section.

A. Overview of the Proposed Algorithm

As illustrated in Fig. 4, our method includes two fundamen-
tal stages: (1) nested global placement with timing awareness
and clock feasibility, and (2) clock-aware legalization and
detailed placement.

We cope with the SLICEL-SLICEM heterogeneity by
defining the field type set as S = {LUTL, LUTM-AL,
FF, CARRY, DSP, BRAM} with a special field setup (Sec-
tion III-B). With clock constraints, carry chain alignment
feasibility, and timing optimization, we formulate the problem
as Formulation (3).

min
x,y

T̃ω(x,y), (3a)

s.t. Φs(x,y;As) = 0, ∀s ∈ S, (3b)
Γ (x,y) = 0, (3c)
CARRY chain alignment constraints, (3d)
SLICEL-SLICEM constraints, (3e)
DSP and BRAM constraints, (3f)

T̃ω(·) is the timing performance objective, where ω measures
the net criticality in the current timing graph (Section III-F).
As denotes the instance areas in the field s, and Γ (·) is the
clock penalty term (Section III-E). For brevity, in later dis-
cussions, we condense Φs(x,y;As) to Φs for all s ∈ S, and
denote Φ as the potential energy vector, whose components
are the potential energy for each field, i.e., Φs(∀s ∈ S).
Eq. (3d) (see Section II-A2), Eq. (3e) (see Section II-A1),
and Eq. (3f) [16], [17] are introduced to ensure the legality
of the placement. For brevity, we will not explicitly write
them down in later discussions.

We relax the original problem (3) by leveraging the aug-
mented Lagrangian method (ALM) [35] to formulate a better
unconstrained subproblem,

min
x,y

L(x,y;λ,A, η,ω) = T̃ω(x,y) +
∑

s∈S
λsDs

+ ηΓ (x,y), (4a)

Ds = Φs +
1

2
CsΦ2

s, ∀s ∈ S, (4b)

The density multiplier vector is λ ∈ R|S|, and the clock
penalty multiplier is η ∈ R. The purpose of the weighting
coefficient vector C ∈ R|S| is to achieve a balance between
the first-order and second-order terms for density penalty.
We follow the setup for λ and C as [13]. To cope with
multiple constraints, we rewrite the problem in a nested
manner through the Lagrangian relaxation method,

Timing Opt.: L1 = max
ω
L2(ω), (5a)

Clock Opt.: L2(ω) = max
η
L3(η,ω), (5b)

Routability Opt.: L3(η,ω) = max
A
L4(A, η,ω), (5c)

Wirelength Opt.: L4(A, η,ω) = max
λ
L5(λ,A, η,ω),

(5d)
Subproblem: L5(λ,A, η,ω) = min

x,y
L(x,y;λ,A, η,ω),

(5e)
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<latexit sha1_base64="B9yw7wS8D62JkcKBsl+/6P4AOXY=">AAAB83icbVA9SwNBEJ2LXzF+RS1tFhPBKtwFUcuAjYVFhFwSyB1hb7NJluztHrt7QjjyN2wsFLH1z9j5b9wkV2jig4HHezPMzIsSzrRx3W+nsLG5tb1T3C3t7R8cHpWPT9papopQn0guVTfCmnImqG+Y4bSbKIrjiNNONLmb+50nqjSTomWmCQ1jPBJsyAg2VgqqgRrLfvbgt2bVfrni1twF0DrxclKBHM1++SsYSJLGVBjCsdY9z01MmGFlGOF0VgpSTRNMJnhEe5YKHFMdZoubZ+jCKgM0lMqWMGih/p7IcKz1NI5sZ4zNWK96c/E/r5ea4W2YMZGkhgqyXDRMOTISzQNAA6YoMXxqCSaK2VsRGWOFibExlWwI3urL66Rdr3nXtavHeqVRzeMowhmcwyV4cAMNuIcm+EAggWd4hTcndV6cd+dj2Vpw8plT+APn8wc+G5EU</latexit>⇢LUT
<latexit sha1_base64="SFpdzVM6SS/DtK1x5rHwIPXmuVM=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUUY8FLx48RGjaQhPKZrtpl242YXcjlNC/4cWDIl79M978N27bHLT1wcDjvRlm5oUpZ0rb9rdV2tjc2t4p71b29g8Oj6rHJx2VZJJQjyQ8kb0QK8qZoJ5mmtNeKimOQ0674eRu7nefqFQsEW09TWkQ45FgESNYG8mv++6YDfIHrz2rD6o1u2EvgNaJU5AaFHAH1S9/mJAspkITjpXqO3aqgxxLzQins4qfKZpiMsEj2jdU4JiqIF/cPEMXRhmiKJGmhEYL9fdEjmOlpnFoOmOsx2rVm4v/ef1MR7dBzkSaaSrIclGUcaQTNA8ADZmkRPOpIZhIZm5FZIwlJtrEVDEhOKsvr5NOs+FcN64em7VWvYijDGdwDpfgwA204B5c8IBACs/wCm9WZr1Y79bHsrVkFTOn8AfW5w8AH5Ds</latexit>

�LUT

DSP

Potential Energy

High Low

Charge Density Potential Energy
<latexit sha1_base64="B9yw7wS8D62JkcKBsl+/6P4AOXY=">AAAB83icbVA9SwNBEJ2LXzF+RS1tFhPBKtwFUcuAjYVFhFwSyB1hb7NJluztHrt7QjjyN2wsFLH1z9j5b9wkV2jig4HHezPMzIsSzrRx3W+nsLG5tb1T3C3t7R8cHpWPT9papopQn0guVTfCmnImqG+Y4bSbKIrjiNNONLmb+50nqjSTomWmCQ1jPBJsyAg2VgqqgRrLfvbgt2bVfrni1twF0DrxclKBHM1++SsYSJLGVBjCsdY9z01MmGFlGOF0VgpSTRNMJnhEe5YKHFMdZoubZ+jCKgM0lMqWMGih/p7IcKz1NI5sZ4zNWK96c/E/r5ea4W2YMZGkhgqyXDRMOTISzQNAA6YoMXxqCSaK2VsRGWOFibExlWwI3urL66Rdr3nXtavHeqVRzeMowhmcwyV4cAMNuIcm+EAggWd4hTcndV6cd+dj2Vpw8plT+APn8wc+G5EU</latexit>⇢LUT

<latexit sha1_base64="SFpdzVM6SS/DtK1x5rHwIPXmuVM=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUUY8FLx48RGjaQhPKZrtpl242YXcjlNC/4cWDIl79M978N27bHLT1wcDjvRlm5oUpZ0rb9rdV2tjc2t4p71b29g8Oj6rHJx2VZJJQjyQ8kb0QK8qZoJ5mmtNeKimOQ0674eRu7nefqFQsEW09TWkQ45FgESNYG8mv++6YDfIHrz2rD6o1u2EvgNaJU5AaFHAH1S9/mJAspkITjpXqO3aqgxxLzQins4qfKZpiMsEj2jdU4JiqIF/cPEMXRhmiKJGmhEYL9fdEjmOlpnFoOmOsx2rVm4v/ef1MR7dBzkSaaSrIclGUcaQTNA8ADZmkRPOpIZhIZm5FZIwlJtrEVDEhOKsvr5NOs+FcN64em7VWvYijDGdwDpfgwA204B5c8IBACs/wCm9WZr1Y79bHsrVkFTOn8AfW5w8AH5Ds</latexit>

�LUT
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DSP
Occupied
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Occupied

Solution I Solution II

Overall Placement Overall Placement

LUT 
Field

DSP 
Field

Two 
Fields

<latexit sha1_base64="Nv5GK5+vHumcx/IxwafQjwK8f+g=">AAAB83icbVBNSwMxEJ2tX7V+VT16CbaCp7JbRD0W9OCxov2A7lKyabYNzSZLkhXK0r/hxYMiXv0z3vw3pu0etPXBwOO9GWbmhQln2rjut1NYW9/Y3Cpul3Z29/YPyodHbS1TRWiLSC5VN8SaciZoyzDDaTdRFMchp51wfDPzO09UaSbFo5kkNIjxULCIEWys5Fd9NZL97PahOa32yxW35s6BVomXkwrkaPbLX/5AkjSmwhCOte55bmKCDCvDCKfTkp9qmmAyxkPas1TgmOogm988RWdWGaBIKlvCoLn6eyLDsdaTOLSdMTYjvezNxP+8Xmqi6yBjIkkNFWSxKEo5MhLNAkADpigxfGIJJorZWxEZYYWJsTGVbAje8surpF2veZe1i/t6pVHN4yjCCZzCOXhwBQ24gya0gEACz/AKb07qvDjvzseiteDkM8fwB87nDyi1kQY=</latexit>⇢DSP
<latexit sha1_base64="XDh2ZKn1oBPUn1gyJ2yOgwmY9Hg=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUUY8FPXiMaD+gCWWz3bRLN5uwuxFK6N/w4kERr/4Zb/4bN20O2vpg4PHeDDPzgoQzpW372yqtrW9sbpW3Kzu7e/sH1cOjjopTSWibxDyWvQArypmgbc00p71EUhwFnHaDyU3ud5+oVCwWj3qaUD/CI8FCRrA2klf33DEbZLcP7qw+qNbshj0HWiVOQWpQwB1Uv7xhTNKICk04Vqrv2In2Myw1I5zOKl6qaILJBI9o31CBI6r8bH7zDJ0ZZYjCWJoSGs3V3xMZjpSaRoHpjLAeq2UvF//z+qkOr/2MiSTVVJDFojDlSMcoDwANmaRE86khmEhmbkVkjCUm2sRUMSE4yy+vkk6z4Vw2Lu6btVa9iKMMJ3AK5+DAFbTgDlxoA4EEnuEV3qzUerHerY9Fa8kqZo7hD6zPH+qqkN4=</latexit>

�DSP

<latexit sha1_base64="8cBFbAtDLM3J22+uScbu4eq76NQ=">AAACAnicbVDLSsNAFJ3UV62vqCtxM9gKglCSIuqyoAsXLiI2baENYTKdtEMnkzAzEUoIbvwVNy4UcetXuPNvnD4W2nrgwplz7mXuPUHCqFSW9W0UlpZXVteK66WNza3tHXN3rynjVGDi4pjFoh0gSRjlxFVUMdJOBEFRwEgrGF6N/dYDEZLGvKFGCfEi1Oc0pBgpLfnmQaXrDKif3bqNHJ7C6eP63skrvlm2qtYEcJHYM1IGMzi++dXtxTiNCFeYISk7tpUoL0NCUcxIXuqmkiQID1GfdDTlKCLSyyYn5PBYKz0YxkIXV3Ci/p7IUCTlKAp0Z4TUQM57Y/E/r5Oq8NLLKE9SRTiefhSmDKoYjvOAPSoIVmykCcKC6l0hHiCBsNKplXQI9vzJi6RZq9rn1bO7WrlemcVRBIfgCJwAG1yAOrgBDnABBo/gGbyCN+PJeDHejY9pa8GYzeyDPzA+fwDww5XF</latexit>

�LUT + �DSP

<latexit sha1_base64="8cBFbAtDLM3J22+uScbu4eq76NQ=">AAACAnicbVDLSsNAFJ3UV62vqCtxM9gKglCSIuqyoAsXLiI2baENYTKdtEMnkzAzEUoIbvwVNy4UcetXuPNvnD4W2nrgwplz7mXuPUHCqFSW9W0UlpZXVteK66WNza3tHXN3rynjVGDi4pjFoh0gSRjlxFVUMdJOBEFRwEgrGF6N/dYDEZLGvKFGCfEi1Oc0pBgpLfnmQaXrDKif3bqNHJ7C6eP63skrvlm2qtYEcJHYM1IGMzi++dXtxTiNCFeYISk7tpUoL0NCUcxIXuqmkiQID1GfdDTlKCLSyyYn5PBYKz0YxkIXV3Ci/p7IUCTlKAp0Z4TUQM57Y/E/r5Oq8NLLKE9SRTiefhSmDKoYjvOAPSoIVmykCcKC6l0hHiCBsNKplXQI9vzJi6RZq9rn1bO7WrlemcVRBIfgCJwAG1yAOrgBDnABBo/gGbyCN+PJeDHejY9pa8GYzeyDPzA+fwDww5XF</latexit>

�LUT + �DSP

<latexit sha1_base64="XDh2ZKn1oBPUn1gyJ2yOgwmY9Hg=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUUY8FPXiMaD+gCWWz3bRLN5uwuxFK6N/w4kERr/4Zb/4bN20O2vpg4PHeDDPzgoQzpW372yqtrW9sbpW3Kzu7e/sH1cOjjopTSWibxDyWvQArypmgbc00p71EUhwFnHaDyU3ud5+oVCwWj3qaUD/CI8FCRrA2klf33DEbZLcP7qw+qNbshj0HWiVOQWpQwB1Uv7xhTNKICk04Vqrv2In2Myw1I5zOKl6qaILJBI9o31CBI6r8bH7zDJ0ZZYjCWJoSGs3V3xMZjpSaRoHpjLAeq2UvF//z+qkOr/2MiSTVVJDFojDlSMcoDwANmaRE86khmEhmbkVkjCUm2sRUMSE4yy+vkk6z4Vw2Lu6btVa9iKMMJ3AK5+DAFbTgDlxoA4EEnuEV3qzUerHerY9Fa8kqZo7hD6zPH+qqkN4=</latexit>

�DSP
<latexit sha1_base64="Nv5GK5+vHumcx/IxwafQjwK8f+g=">AAAB83icbVBNSwMxEJ2tX7V+VT16CbaCp7JbRD0W9OCxov2A7lKyabYNzSZLkhXK0r/hxYMiXv0z3vw3pu0etPXBwOO9GWbmhQln2rjut1NYW9/Y3Cpul3Z29/YPyodHbS1TRWiLSC5VN8SaciZoyzDDaTdRFMchp51wfDPzO09UaSbFo5kkNIjxULCIEWys5Fd9NZL97PahOa32yxW35s6BVomXkwrkaPbLX/5AkjSmwhCOte55bmKCDCvDCKfTkp9qmmAyxkPas1TgmOogm988RWdWGaBIKlvCoLn6eyLDsdaTOLSdMTYjvezNxP+8Xmqi6yBjIkkNFWSxKEo5MhLNAkADpigxfGIJJorZWxEZYYWJsTGVbAje8surpF2veZe1i/t6pVHN4yjCCZzCOXhwBQ24gya0gEACz/AKb07qvDjvzseiteDkM8fwB87nDyi1kQY=</latexit>⇢DSP

<latexit sha1_base64="rpQ2X4IJUW2wV/VO+gZTmm4e0XE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIph4IrvEqEcSLx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1FjpvvxU7hVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7rFzcVUu1chZHHk7gFM7BgyuowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AlzqNQQ==</latexit>x

<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>

1.0

<latexit sha1_base64="GxcDBZ5+rv5gwOYSMK/CL4iqDLs=">AAAB7HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHaJUY8kXjxi4gIJbEi3dKGh2920syaE8Bu8eNAYr/4gb/4bC+xBwZc0fXlvJjPzwlQKg6777RQ2Nre2d4q7pb39g8Oj8vFJyySZZtxniUx0J6SGS6G4jwIl76Sa0ziUvB2O7+Z++4lrIxL1iJOUBzEdKhEJRtFKftWtudV+uWK/Bcg68XJSgRzNfvmrN0hYFnOFTFJjup6bYjClGgWTfFbqZYanlI3pkHctVTTmJpgulp2RC6sMSJRo+xSShfq7Y0pjYyZxaCtjiiOz6s3F/7xuhtFtMBUqzZArthwUZZJgQuaXk4HQnKGcWEKZFnZXwkZUU4Y2n5INwVs9eZ206jXvunb1UK80qnkcRTiDc7gED26gAffQBB8YCHiGV3hzlPPivDsfy9KCk/ecwh84nz8DX41r</latexit>

0.0 <latexit sha1_base64="rpQ2X4IJUW2wV/VO+gZTmm4e0XE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIph4IrvEqEcSLx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1FjpvvxU7hVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7rFzcVUu1chZHHk7gFM7BgyuowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AlzqNQQ==</latexit>x

<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>

1.0

<latexit sha1_base64="GxcDBZ5+rv5gwOYSMK/CL4iqDLs=">AAAB7HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHaJUY8kXjxi4gIJbEi3dKGh2920syaE8Bu8eNAYr/4gb/4bC+xBwZc0fXlvJjPzwlQKg6777RQ2Nre2d4q7pb39g8Oj8vFJyySZZtxniUx0J6SGS6G4jwIl76Sa0ziUvB2O7+Z++4lrIxL1iJOUBzEdKhEJRtFKftWtudV+uWK/Bcg68XJSgRzNfvmrN0hYFnOFTFJjup6bYjClGgWTfFbqZYanlI3pkHctVTTmJpgulp2RC6sMSJRo+xSShfq7Y0pjYyZxaCtjiiOz6s3F/7xuhtFtMBUqzZArthwUZZJgQuaXk4HQnKGcWEKZFnZXwkZUU4Y2n5INwVs9eZ206jXvunb1UK80qnkcRTiDc7gED26gAffQBB8YCHiGV3hzlPPivDsfy9KCk/ecwh84nz8DX41r</latexit>

0.0

<latexit sha1_base64="rpQ2X4IJUW2wV/VO+gZTmm4e0XE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIph4IrvEqEcSLx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1FjpvvxU7hVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7rFzcVUu1chZHHk7gFM7BgyuowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AlzqNQQ==</latexit>x

<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>

1.0

<latexit sha1_base64="GxcDBZ5+rv5gwOYSMK/CL4iqDLs=">AAAB7HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHaJUY8kXjxi4gIJbEi3dKGh2920syaE8Bu8eNAYr/4gb/4bC+xBwZc0fXlvJjPzwlQKg6777RQ2Nre2d4q7pb39g8Oj8vFJyySZZtxniUx0J6SGS6G4jwIl76Sa0ziUvB2O7+Z++4lrIxL1iJOUBzEdKhEJRtFKftWtudV+uWK/Bcg68XJSgRzNfvmrN0hYFnOFTFJjup6bYjClGgWTfFbqZYanlI3pkHctVTTmJpgulp2RC6sMSJRo+xSShfq7Y0pjYyZxaCtjiiOz6s3F/7xuhtFtMBUqzZArthwUZZJgQuaXk4HQnKGcWEKZFnZXwkZUU4Y2n5INwVs9eZ206jXvunb1UK80qnkcRTiDc7gED26gAffQBB8YCHiGV3hzlPPivDsfy9KCk/ecwh84nz8DX41r</latexit>

0.0 <latexit sha1_base64="rpQ2X4IJUW2wV/VO+gZTmm4e0XE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIph4IrvEqEcSLx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1FjpvvxU7hVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7rFzcVUu1chZHHk7gFM7BgyuowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AlzqNQQ==</latexit>x

<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>
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Initial Charge Density

Fig. 3: An example of a multi-electrostatic formulation for LUT and DSP resources, which correspond to two electric fields.
Unavailable columns are treated as occupied when calculating the initial charge density for each field. Take DSP as an example.
Density overflow can occur if a DSP instance is not put in a DSP column or if there are overlaps between DSP instances,
resulting in an uneven density distribution of the field and, finally, excessive electric potential energy. As a result, limiting
energy in the layout can assist in the resolution of density overflow and spread cases. If we face density underflow (< 1.0),
we can insert fillers with positive charges for each field to fill the vacant spaces, [13], [31]. As a result, only density overflow
will provide considerable potential energy. We may handle them in the same way by including FF and BRAM fields.
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Fig. 4: The proposed Overall Flow.

where L5 denotes Eq. (4). To put it simply, a set of
variables in the objective function is constrained to be the
optimal solution of the extra optimization problem, and the
variables of the exterior optimization problem are passed
toward the sub-problem as fixed parameters. To illustrate, take
the solving process of L5 as an example. The subproblem L5

aims at finding the optimal instance positions x and y given
a set of fixed parameters λ, A, η, and ω from L4. When

L5 comes to the convergence to its minimum solution, the
L4 optimizer will improve the parameter λ so as to enlarge
the magnitude of the density terms in the overall optimization
objectives. Therefore, the L5 optimizer will try to find a better
solution by moving the instances to a less dense region in a
new iteration, and thus the density constraints will be forced
to be gradually adequate. We also adopt the same procedure
to solve the other subproblems.

Fig. 4 depicts the nested loops to solve the problem. L1

aims at improving the timing slacks via the timing-criticality-
based weighting method. The stopping criterion of L1 is
whether timing slacks can be improved (Section III-F) 3. L2

(Section III-E) aims at excluding the cases where clock rout-
ing is illegal under an analytical formulation. We regard L2 as
converged when there is no clock violation (Section II-A3).
L3 develops the area inflation-based technique from [13] in
order to optimize the routability, and the estimated routing
congestion and pin density are the convergence criteria of
L3. L4 is the core wirelength-driven placement problem.
We empirically find that the density overflow is a good
indicator of the density constraints. For L5, we always solve
with a fixed number of iterations, e.g., one iteration in the
experiments.

In each iteration, we resolve the carry chain alignment con-
straints through iterative support from iterative carry chain

3We consider timing is good enough when 1) The L2 sub-problem has
converged, 2) there have been at least 100 L5 iterations since the last
timing adjustment, and the WNS has not improved compared to the previous
adjustment, 3) the density overflow for LUTs and FFs is less than 10%.
Otherwise, If the number of L5 iterations is more than 100, we perform a
timing criticality-based weighting and continue solving the L2 problem; else
we opt to continue solve the L2 problem directly for further optimization.
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<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>

1.0

<latexit sha1_base64="GxcDBZ5+rv5gwOYSMK/CL4iqDLs=">AAAB7HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHaJUY8kXjxi4gIJbEi3dKGh2920syaE8Bu8eNAYr/4gb/4bC+xBwZc0fXlvJjPzwlQKg6777RQ2Nre2d4q7pb39g8Oj8vFJyySZZtxniUx0J6SGS6G4jwIl76Sa0ziUvB2O7+Z++4lrIxL1iJOUBzEdKhEJRtFKftWtudV+uWK/Bcg68XJSgRzNfvmrN0hYFnOFTFJjup6bYjClGgWTfFbqZYanlI3pkHctVTTmJpgulp2RC6sMSJRo+xSShfq7Y0pjYyZxaCtjiiOz6s3F/7xuhtFtMBUqzZArthwUZZJgQuaXk4HQnKGcWEKZFnZXwkZUU4Y2n5INwVs9eZ206jXvunb1UK80qnkcRTiDc7gED26gAffQBB8YCHiGV3hzlPPivDsfy9KCk/ecwh84nz8DX41r</latexit>

0.0

<latexit sha1_base64="rpQ2X4IJUW2wV/VO+gZTmm4e0XE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIph4IrvEqEcSLx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1FjpvvxU7hVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7rFzcVUu1chZHHk7gFM7BgyuowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AlzqNQQ==</latexit>x

<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>

1.0

<latexit sha1_base64="GxcDBZ5+rv5gwOYSMK/CL4iqDLs=">AAAB7HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHaJUY8kXjxi4gIJbEi3dKGh2920syaE8Bu8eNAYr/4gb/4bC+xBwZc0fXlvJjPzwlQKg6777RQ2Nre2d4q7pb39g8Oj8vFJyySZZtxniUx0J6SGS6G4jwIl76Sa0ziUvB2O7+Z++4lrIxL1iJOUBzEdKhEJRtFKftWtudV+uWK/Bcg68XJSgRzNfvmrN0hYFnOFTFJjup6bYjClGgWTfFbqZYanlI3pkHctVTTmJpgulp2RC6sMSJRo+xSShfq7Y0pjYyZxaCtjiiOz6s3F/7xuhtFtMBUqzZArthwUZZJgQuaXk4HQnKGcWEKZFnZXwkZUU4Y2n5INwVs9eZ206jXvunb1UK80qnkcRTiDc7gED26gAffQBB8YCHiGV3hzlPPivDsfy9KCk/ecwh84nz8DX41r</latexit>

0.0<latexit sha1_base64="rpQ2X4IJUW2wV/VO+gZTmm4e0XE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIph4IrvEqEcSLx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1FjpvvxU7hVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7rFzcVUu1chZHHk7gFM7BgyuowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AlzqNQQ==</latexit>x

<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>

1.0

<latexit sha1_base64="GxcDBZ5+rv5gwOYSMK/CL4iqDLs=">AAAB7HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHaJUY8kXjxi4gIJbEi3dKGh2920syaE8Bu8eNAYr/4gb/4bC+xBwZc0fXlvJjPzwlQKg6777RQ2Nre2d4q7pb39g8Oj8vFJyySZZtxniUx0J6SGS6G4jwIl76Sa0ziUvB2O7+Z++4lrIxL1iJOUBzEdKhEJRtFKftWtudV+uWK/Bcg68XJSgRzNfvmrN0hYFnOFTFJjup6bYjClGgWTfFbqZYanlI3pkHctVTTmJpgulp2RC6sMSJRo+xSShfq7Y0pjYyZxaCtjiiOz6s3F/7xuhtFtMBUqzZArthwUZZJgQuaXk4HQnKGcWEKZFnZXwkZUU4Y2n5INwVs9eZ206jXvunb1UK80qnkcRTiDc7gED26gAffQBB8YCHiGV3hzlPPivDsfy9KCk/ecwh84nz8DX41r</latexit>

0.0

<latexit sha1_base64="rpQ2X4IJUW2wV/VO+gZTmm4e0XE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIph4IrvEqEcSLx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1FjpvvxU7hVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7rFzcVUu1chZHHk7gFM7BgyuowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AlzqNQQ==</latexit>x

<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>

1.0

<latexit sha1_base64="GxcDBZ5+rv5gwOYSMK/CL4iqDLs=">AAAB7HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHaJUY8kXjxi4gIJbEi3dKGh2920syaE8Bu8eNAYr/4gb/4bC+xBwZc0fXlvJjPzwlQKg6777RQ2Nre2d4q7pb39g8Oj8vFJyySZZtxniUx0J6SGS6G4jwIl76Sa0ziUvB2O7+Z++4lrIxL1iJOUBzEdKhEJRtFKftWtudV+uWK/Bcg68XJSgRzNfvmrN0hYFnOFTFJjup6bYjClGgWTfFbqZYanlI3pkHctVTTmJpgulp2RC6sMSJRo+xSShfq7Y0pjYyZxaCtjiiOz6s3F/7xuhtFtMBUqzZArthwUZZJgQuaXk4HQnKGcWEKZFnZXwkZUU4Y2n5INwVs9eZ206jXvunb1UK80qnkcRTiDc7gED26gAffQBB8YCHiGV3hzlPPivDsfy9KCk/ecwh84nz8DX41r</latexit>

0.0

<latexit sha1_base64="rpQ2X4IJUW2wV/VO+gZTmm4e0XE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIph4IrvEqEcSLx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1FjpvvxU7hVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7rFzcVUu1chZHHk7gFM7BgyuowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AlzqNQQ==</latexit>x

<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>

1.0

<latexit sha1_base64="GxcDBZ5+rv5gwOYSMK/CL4iqDLs=">AAAB7HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHaJUY8kXjxi4gIJbEi3dKGh2920syaE8Bu8eNAYr/4gb/4bC+xBwZc0fXlvJjPzwlQKg6777RQ2Nre2d4q7pb39g8Oj8vFJyySZZtxniUx0J6SGS6G4jwIl76Sa0ziUvB2O7+Z++4lrIxL1iJOUBzEdKhEJRtFKftWtudV+uWK/Bcg68XJSgRzNfvmrN0hYFnOFTFJjup6bYjClGgWTfFbqZYanlI3pkHctVTTmJpgulp2RC6sMSJRo+xSShfq7Y0pjYyZxaCtjiiOz6s3F/7xuhtFtMBUqzZArthwUZZJgQuaXk4HQnKGcWEKZFnZXwkZUU4Y2n5INwVs9eZ206jXvunb1UK80qnkcRTiDc7gED26gAffQBB8YCHiGV3hzlPPivDsfy9KCk/ecwh84nz8DX41r</latexit>

0.0 <latexit sha1_base64="rpQ2X4IJUW2wV/VO+gZTmm4e0XE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIph4IrvEqEcSLx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1FjpvvxU7hVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7rFzcVUu1chZHHk7gFM7BgyuowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AlzqNQQ==</latexit>x

<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>

1.0

<latexit sha1_base64="GxcDBZ5+rv5gwOYSMK/CL4iqDLs=">AAAB7HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHaJUY8kXjxi4gIJbEi3dKGh2920syaE8Bu8eNAYr/4gb/4bC+xBwZc0fXlvJjPzwlQKg6777RQ2Nre2d4q7pb39g8Oj8vFJyySZZtxniUx0J6SGS6G4jwIl76Sa0ziUvB2O7+Z++4lrIxL1iJOUBzEdKhEJRtFKftWtudV+uWK/Bcg68XJSgRzNfvmrN0hYFnOFTFJjup6bYjClGgWTfFbqZYanlI3pkHctVTTmJpgulp2RC6sMSJRo+xSShfq7Y0pjYyZxaCtjiiOz6s3F/7xuhtFtMBUqzZArthwUZZJgQuaXk4HQnKGcWEKZFnZXwkZUU4Y2n5INwVs9eZ206jXvunb1UK80qnkcRTiDc7gED26gAffQBB8YCHiGV3hzlPPivDsfy9KCk/ecwh84nz8DX41r</latexit>

0.0

<latexit sha1_base64="rpQ2X4IJUW2wV/VO+gZTmm4e0XE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIph4IrvEqEcSLx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1FjpvvxU7hVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7rFzcVUu1chZHHk7gFM7BgyuowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AlzqNQQ==</latexit>x

<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>

1.0

<latexit sha1_base64="GxcDBZ5+rv5gwOYSMK/CL4iqDLs=">AAAB7HicbVBNTwIxEJ3FL8Qv1KOXRjDxRHaJUY8kXjxi4gIJbEi3dKGh2920syaE8Bu8eNAYr/4gb/4bC+xBwZc0fXlvJjPzwlQKg6777RQ2Nre2d4q7pb39g8Oj8vFJyySZZtxniUx0J6SGS6G4jwIl76Sa0ziUvB2O7+Z++4lrIxL1iJOUBzEdKhEJRtFKftWtudV+uWK/Bcg68XJSgRzNfvmrN0hYFnOFTFJjup6bYjClGgWTfFbqZYanlI3pkHctVTTmJpgulp2RC6sMSJRo+xSShfq7Y0pjYyZxaCtjiiOz6s3F/7xuhtFtMBUqzZArthwUZZJgQuaXk4HQnKGcWEKZFnZXwkZUU4Y2n5INwVs9eZ206jXvunb1UK80qnkcRTiDc7gED26gAffQBB8YCHiGV3hzlPPivDsfy9KCk/ecwh84nz8DX41r</latexit>

0.0

<latexit sha1_base64="rpQ2X4IJUW2wV/VO+gZTmm4e0XE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIph4IrvEqEcSLx4xyiOBDZkdemHC7OxmZtZICJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1FjpvvxU7hVLbsWdg6wSLyMlyFDvFb+6/ZilEUrDBNW647mJ8SdUGc4ETgvdVGNC2YgOsGOppBFqfzI/dUrOrNInYaxsSUPm6u+JCY20HkeB7YyoGeplbyb+53VSE177Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNasW7rFzcVUu1chZHHk7gFM7BgyuowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AlzqNQQ==</latexit>x

<latexit sha1_base64="Tfc/kVJNoX1tgc0u/IgEANUnPd0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLaCp5AUUY8FLx4rmLbQhrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2yltbG5t75R3K3v7B4dH1eOTtk4yRWhAEp6oboQ15UzSwDDDaTdVFIuI0040uZv7nSeqNEvko5mmNBR4JFnMCDZWCuq+69UH1ZrnegugdeIXpAYFWoPqV3+YkExQaQjHWvd8LzVhjpVhhNNZpZ9pmmIywSPas1RiQXWYL46doQurDFGcKFvSoIX6eyLHQuupiGynwGasV725+J/Xy0x8G+ZMppmhkiwXxRlHJkHzz9GQKUoMn1qCiWL2VkTGWGFibD4VG4K/+vI6aTdc/9q9emjUmvUijjKcwTlcgg830IR7aEEABBg8wyu8OdJ5cd6dj2VrySlmTuEPnM8fBOaNbA==</latexit>
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Fig. 5: As an example, here is a special electrostatic field setup
that handles asymmetric slice compatibility as a result of
SLICEL-SLICEM heterogeneity. LUTM-AL fields are prone
to overflowing density due to the SHIFT instance placed on
the SLICEL column in Solution III and IV. This results in
high potential energy in the LUTM-AL field.

alignment correction (Section III-D). Following placement,
we evolve SLICEM and clock-aware direct legalization and
detailed placement algorithms that above clock feasibility
constraints are met [8]. We do not include details on routabil-
ity optimization, SLICEM-aware legalization, clock-aware
legalization, or detailed placement for brevity.

B. Multi-Electrostatic Model for SLICEL-SLICEM Hetero-
geneity

SLICEMs can operate in one of three modes: LUT, dis-
tributed RAM, or SHIFT, as discussed in Section II-A1. In
the LUT slots of that SLICEM, only instances that match the
mode can be placed. In order to address this constraint, we
introduce two electrostatic fields, LUTL and LUTM-AL, into
the multi-electrostatic placement model. In the field setup,
it should be possible to prevent distributed RAM instances
or SHIFT instances from being placed on SLICEL sites,
however, it should be possible to place LUT instances both
on SLICEL and SLICEM sites, as part of the field setup.

There is an example of how these two fields are set up in
Fig. 5. LUTL models the LUT resources that are provided by
both SLICEM and SLICEL, whereas LUTM-AL models the
additional logic resources that are supplied by SLICEM but
not by SLICEL. In contrast to a distributed RAM or SHIFT
instance, a LUT instance only occupies resources within the
LUTL field, while a distributed RAM or SHIFT instance
occupies resources both in the LUTL and LUTM-AL fields.

Using an example of a LUT instance and a SHIFT instance
as an example, this figure analyses four scenarios. As with

SHIFT instances, distributed RAM instances work in exactly
the same way. In order to indicate that a SLICEL does not
contain any resources for LUTM-AL, we set the initial density
for LUTM-AL in a SLICEL to 1, indicating the SLICEL
is occupied; in contrast, the initial density for LUTL in a
SLICEL is set to 0. We set the initial density of a SLICEM
to zero for both LUTL and LUTM-AL due to the fact that it
contains both LUTL and LUTM-AL resources. In Solution I,
if the LUT instance is placed on a SLICEL and the SHIFT
instance is placed on a SLICEM, there will be no overflow of
density in either of the fields (a balanced density distribution
can be achieved by inserting fillers [31]), which means that
the potential energy will be minimized. In Solution II, the
scenario is similar to the one in Solution I. Solution III and
IV, on the other hand, where the SHIFT instance is placed
on a SLICEL, produce a density overflow in the LUTM-AL
field, which indicates that there is a high potential energy for
this field. As long as the optimizer minimizes the potential
energy, these solutions will be avoided. As a result, these two
elaborate fields are able to accommodate LUT and distributed
RAM/SHIFT to their compatible sites in an easy manner.

C. Divergence-aware Preconditioning

It is important to precondition the gradient ∇L(t) for each
iteration t before it is fed to the optimizer, where L is
the Lagrangian problem defined in Eq. (4). A gradient is
discussed only in the direction of x, and a gradient in the
direction of y is the same. To make the Jacobi preconditioner
P more efficient, we approximate the second-order derivatives
of wirelength and density according to the following formula.

PWi =
∂2T̃ω(x,y)

∂x2i
∼
∑

e∈Ei

we
|e| − 1

, ∀i ∈ V, (6a)

P(t)
i ∼ max


1,

[
PWi +

∑

s∈S
α(t)
s λ(t)s Asi

]−1
 , (6b)

In the above equation, V denotes the set of instances,
Ei denotes the nets incident to instance i ∈ V , we ∈ ω
denotes the weight of net e, and PW denotes the second-order
derivative of the wirelength term. To optimize the model,
we provide the optimizer with the preconditioned gradient
∇̂L(t) = ∇L(t) � P(t).

As shown in Fig. 6, after the loss surfaces have been
preconditioned, they are now more isotropic and therefore
can be optimized more rapidly. The intuition from the partial
derivative itself is that we would expect that for PWi instances
with more pins or pins incident to larger net weights, they
would move slower than instances with fewer pins, and
for instances with larger

∑
s∈S α

(t)
s λ

(t)
s Asi would also move

slower.
It has been observed that if the ratio of the gradient norms

from the density term and the wirelength term becomes too
large, the optimization can diverge easily [13], [36]. Thus,
we introduce an additional weighting vector α ∈ R|S|, so
that we can dynamically control the gradient norm ratio. It
is illustrated in Fig. 6 that some instances are dominated
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r̂L(t)

Fig. 6: It is shown in the figure how preconditioning takes
place at iteration t. A preconditioning technique translates
objection surfaces into a more isotropic form, and this leads to
a reduction in iterations and a stabilization of the optimization
process as a result.

by the density gradient, resulting in some instances moving
too fast, and this causes the instances to diverge from each
other. In most cases, this occurs during the second half of the
placement iteration when the density term starts to compete
with the wirelength term by increasing λ to maintain its
position in front of it. In order to stabilize the optimization
process, we need a new preconditioner. For convenience,
we define two auxiliary variables ϑ(t) and PW . Taking the
gradient norms of the density and wirelength terms to be
equal, we can derive α as follows.

ϑ(t)s = max

(
1,

∇Ds∑
i∈Vr

s
|∂T̃ω/∂xi|

)
, ∀s ∈ S, (7a)

PWs =

∑
i∈Vr

s
PWi

|Vrs |
, ∀s ∈ S, (7b)

α(t) = ϑ(t) �PW
, (7c)

Vrs denotes the set of instances that have a demand in the
field s.

∑
i∈Vr

s
|∂T̃ω/∂xi| is the wirelength gradient norm

summation of Vrs . The weighting vector ϑ(t) ∈ R|S| measures
the gradient norm ratio between the density term and the
wirelength term, and PW

denotes the average wirelength
preconditioner for each field type. The detailed derivations
have been omitted for brevity. Experiments will be conducted
to further validate its effectiveness.

D. Iterative Carry Chain Alignment Correction

we adopt the idea of macro shredding [25], [26] and
propose a carry chain alignment technique that can better
align the carry chains without affecting the effectiveness
of the analytical global placement algorithm. We move the
sequential CARRYs together at the end of each global
placement iteration, align them based on their horizontal
coordinates, and then move them into a column shape at the
end of an iteration. The CARRY instances in a chain will
move together during the global placement iterations, which
eases the legalization step, since the chains will almost align
once the global placement process is completed.

E. Clock Network Planning Algorithm

There is a high degree of dissmoothness in the clock
constraints in Section II-A3. The slightest movement within
the clock region boundaries can result in an illegal clock
configuration, which is detrimental to optimization. In order
to simplify the clock planning process, we decompose it into
two stages. Our first step is to find an instance-to-clock-region
mapping in the first stage. This mapping ensures that all clock
region constraints will be satisfied as long as all instances are
located within the target clock region during the mapping. The
second step involves moving all instances to their target clock
regions by adding a penalty term to the placement objective,
which is Γ (·). Following the global placement, the half-
column constraints are then dealt with in the developed clock-
aware direct legalization and detailed placement algorithm
[8]. As we move forward, we will explain these two stages
in more detail.

1) Instance-to-Clock-Region Mapping Generation: It is
the goal of this step to generate mappings in a manner that
ensures that clock constraints can be met with the minimum
perturbation to the placement. As discussed in [10], we
propose using branch-and-bound method to search through
the solution space arising from different instance-to-clock-
region mappings, and find a feasible solution with high quality
within the solution space. As part of the second stage, we
enlist the assignment that has the lowest cost and uses it as
a base.

2) The Clock Penalty for Placement: Unlike the ap-
proach taken in [9], [11] that compels instances to move
directly to their respective clock regions, we employ a bowl-
shaped, smooth, and differentiable gravitational attraction
term like [15], [37]. This term effectively draws instances
toward their respective clock regions while adhering to their
mapped locations. Let loxi , hixi , loyi , and hiyi be the left,
right, bottom, and top boundary coordinates of the generated
mapping result of instance i’. We define the penalty term for
instance i as Γi(xi,yi) = Γi(xi,yi)

x + Γi(xi,yi)
y , where

Γi(xi,yi)
x is defined as,

Γ (xi,yi)
x =





(xi − loxi )2, xi < loxi ,

0, loxi ≤ xi ≤ hixi ,
(xi − hixi )2, hixi < xi.

(8)

A visual representation of the clock penalty term can be
found in Fig. 7. Γ (x,y) in Eq. (3) indicates that the sum of
the clock penalty of all instances, i.e., Γ (x,y) is equal to∑
i∈V Γi(xi, yi).
Initially, the clock penalty multiplier η is set to a value of

0. As soon as we reset the clock penalty function Γ (·), we
update η with the relative ratio between the gradient norms
of the wirelength and the clock penalty in order to maintain
the stability of the clock penalty function.

η =
ι‖∇T̃ω‖1
‖∇Γ‖1 + ε

. (9)

As we observe, only 1% of the instances are out of their
available clock regions right after they have been assigned
the clock region, so most instances have no penalties as a
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Fig. 7: The Visualization of clock penalty function Γi(·) for
a single instance.

result of this. It is empirically established that ι is equal to
10−4 and ε is equal to 10−2 as a method of balancing the
gradient norm ratio.

F. Timing-Criticality-based Weighting Method

The timing performance objective T̃ω(·) (see Eq. (3))
consists of two components: i) the wirelength objective as
a first-order approximation of WNS and TNS, and ii) the net
criticality ω that remedies the lack of timing information for
first-order approximation.

T̃ω(x,y) =
∑

e∈E
ωe · W̃ (e) (10)

ωe ∈ ω measures the timing criticality of original nets,
i.e., whether any timing path through nets violates timing
constraints, what is the degree of the violation, and how much
the path delay can be reduced. In this section we detail how
T̃ (·) functions.

1) Static Timing Analysis: Timing-driven placement lever-
ages the static timing analysis (STA) to evaluate the timing
criticality of nets. STA relies on (i) model of signal delays
for nets and instances, and (ii) a timing analysis engine based
on net and instance delays.

Delay models in FPGA are highly coupled with the pre-
fabricated routing architecture and the behavior of the FPGA
router. In our experiments, we adopt industrial routing archi-
tecture and timing data, and route the placed solutions by [38].
The delay model is obtained from the precise timing data and
is the modeling of the FPGA routing mechanism. Specifically,
on our target device, the FPGA routing mechanism uses a
multi-length routing segment mechanism [39], with 1×, 2×,
4×, 8× routing segments, etc. The k-× value represents
the length of the routing segment spanned across k CLBs
and is associated with a delay derived from the vendor’s
internal data. The actual timing delay is the sum of the
signal propagation delays across routing segments of different
lengths and the delays associated within the CLBs, as follows:

ds,t =
∑

k∈M
akdk + εs + εt, (11)

where M is the collection of routing segments with various
lengths; ak represents the number of k-× routing segments
crossed by the signal along the path from the starting point

s to the endpoint t; dk is the delay associated with the k-×
routing segment; εs and εd represent the delays associated
with the CLBs at the starting point s and the endpoint t,
respectively. Note that the delay model and our proposed
method are orthogonal, and our optimization strategy can be
adapted to different delay models associated with different
FPGA architectures.

Given the delay of the timing edges, the timing analysis
engine determines which timing paths violate their timing
constraints. A timing path π is a directed acyclic path for
particular source and sink pairs (primary I/Os and I/Os of
store elements). The delay tπ along a path π is the sum of wire
delays and cell delays, and every path comes with a timing
constraint cπ defined via the actual arrival time (AAT) and
required arrival time (RAT) for every driver pin and primary
output.

The slack sπ of a path π is defined as sπ = cπ − tπ . We
mainly focus on the setup time constraint, which is defined
as the difference between the AAT and RAT. A timing path π
violates the setup time constraints if the slack is negative. The
slack of a timing edge is the smallest path slack among the
paths containing this edge. To avoid enumerating all paths, we
compute the slack from the actual arrival times and required
arrival times at timing endpoints [40].

TATT (vi) = max
vj∈fanin(vi)

TATT (vj) + ej,i (12a)

TATT (vi) = min
vj∈fanout(vi)

TRAT (vj)− ei,j (12b)

In Eq. (12), vi is an endpoint in the timing graph, and ei,j
denotes the timing delays from endpoint i to endpoint j,
provided by the delay model. The slack of timing edge si,j
connecting the source endpoint vi and the sink endpoint vj
is

si,j = TRAT (vj)− TATT (vi)− ei,j , (13)

Fig. 8 illustrates the timing analysis process.
2) Timing-driven Net Reweighting Scheme: In the timing

graph, nets have diverse effects on the timing slacks. Those
nets with higher timing criticality should be more sensitive
to the timing closure. To improve the timing in the analytical
placement framework, we assign different net weights to
different nets based on their timing criticality. Let se and swns
denote the timing slacks of net e and the worst negative slack,
respectively. We define the timing criticality ce as follows,

ce =
min(0, se)

min(0, swns)− T
∈ [0, 1), (14)

where T is the clock period. When net e is not on a path
with timing violation, i.e. se ≥ 0, the timing criticality ce
remains zero. Otherwise, the timing criticality equals the ratio
|se|

|swns|+T . The worse timing slack |se| is, the larger timing
criticality ce it will have. The largest timing criticality falls
upon the nets on the most critical path.

After evaluating the timing criticality, we compute the net
weight we ∈ ω as

βe = α ·max (1, exp(ce)) (15a)
ω′e ← ωe · βe (15b)
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where ω′e is the updated net weight, βe denotes the reweight-
ing magnitude for net e, and α is a hyper-parameter that
controls the weighting magnitude 4.

3) Effectiveness Analysis of the Reweighting Scheme: It
is suggested that our reweighting scheme can control the
reweighting scale according to the severity of the target
timing constraints. The reweighting magnitude βe of a net
is determined by the largest magnitude of the timing paths
that pass through it, i.e., βe = max

π3e
βπ . We then gave a brief

analysis of how the timing path π affects the re-weighting
scheme in nets.

For the paths with maximal delay dwns, the intuition is
that the reweighting method should make no effect, i.e., βwns
equals 1, when it has no timing violations. Otherwise, the
smaller T − dwns is, the larger the reweighting magnitude
should be. Fig. 9a show the relationship between the mag-
nitude of the reweighting βwns and the clock period T for
a certain path and its delay. This figure demonstrates that
a path will only gain a reweighting magnitude greater than
one when the target clock period T is less than its path delay.
The reweighting magnitude will grow faster with T becoming
smaller. Fig. 9b regards the path delay as a variable and shows
how the reweighting magnitude βwns reacts under a certain
clock period. The relationship curves align with our intuition
that nets with a smaller timing delay always gain a smaller
reweighting magnitude. No matter what the clock period is,
the reweighting magnitude only takes effect on those paths
with timing violations.

Nets on critical paths gain a larger weighting magnitude
in this stage. In the subsequent analytical placement step, the
increased net weights then help critical paths tilt more toward
timing closure in the tradeoff between timing and area.

4In our experiments, α equals 1.

IV. EXPERIMENTAL RESULTS

We implemented our GPU-accelerated placer in C++ and
Python along with the open-source machine learning frame-
work Pytorch for fast gradient back propagation [41]. We con-
duct experiments on a Ubuntu 18.04 LTS platform that con-
sists of an Intel(R) Xeon(R) Silver 4214 CPU @ 2.20GHz (24
cores), one NVIDIA TITAN GPU, and 251GB memory. We
demonstrate the effectiveness and efficiency of our proposed
algorithm on both academic benchmarks [17] and industrial
benchmarks from the three most concerning aspects of routed
wirelength (RWL), runtime (RT), and timing. The larger-scale
ISPD2016 and ISPD2017 academic benchmarks can be used
to evaluate the efficiency of our proposed algorithm. Mean-
while, industry benchmarks offer a wider variety of instances
and routers with timing information, providing useful data to
verify the effectiveness of our proposed algorithm. Currently,
we only support one clock domain due to the limitation of the
timing analysis engine, while the timing optimization strategy
is general. In the future, we plan to extend the timing analysis
engine to support multi-clock domains. Thanks again for your
valuable comment and for your contribution to improving our
research.

A. Evaluation on Academic Benchmarks

1) ISPD 2016 Academic Benchmark: TABLE II summa-
rizes the statistics of ISPD 2016 benchmarks as well as the
the comparison with the state-of-the-art placers, It is worth
noting that clock constraints were not included in ISPD 2016
benchmarks. Additionally, we also provide the CPU version’s
results Ours (CPU) to ensure a fair comparison from an
algorithmic standpoint. We compare the routed wirelength
reported by patched Xilinx Vivado v2015.4 and placement
runtime with five state-of-the-art placers: UTPlaceF [5],
RippleFPGA [28], GPlace 3.0 [29], UTPlaceF-NEP
[8], and elfPlace (GPU) [13].
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Fig. 9: (a) This figure illustrates the relationship between the
reweighting magnitude βe and the clock period T given a
certain path and its delay. In particular, the path with delay
dwns represents the most critical path. This figure also depicts
another path with delay dwns − ∆, where ∆ measures how
much the delay is smaller the worst-case path dwns. (b)
This figure shows the relationship between the reweighting
magnitude βe and the path delay de given a clock period.
This figure plots two curves for two certain clock periods T1
and T2 (T2 < T1 < dwns).

We can see that our placer consistently achieves bet-
ter routed wirelength than other placers, i.e., 13.8%
smaller than UTPlaceF, 10.5% smaller than RippleFPGA,
9.1% smaller than GPlace 3.0, 7.3% smaller than
UTPlaceF-NEP, 0.3% smaller than elfPlace (GPU)
on average, respectively. Meanwhile, our placer is 8.21×
faster than UTPlaceF, 2.43× faster than RippleFPGA,
6.04× faster than GPlace 3.0 and 2.13× faster than
UTPlaceF-NEP. Despite both algorithms utilizing GPU ac-
celeration, our algorithm runs 10.5% slower than elfPlace
(GPU).

2) ISPD 2017 Academic Benchmark: The statistics of
the ISPD 2017 academic benchmark are summarized in
TABLE III. The number of instances varies from 400K to
900K with 32–58 clock nets. We do not evaluate the timing
performance because on this benchmark we have no access
to the timing information of the device. We compare the
routed wirelength reported by patched Xilinx Vivado v2016.4
and placement runtime with four state-of-the-art placers,
UTPlaceF 2.0 [9], RippleFPGA [11], UTPlaceF 2.X
[10], and NTUfplace [15]. All the results of these placers

are from their original placers. We do not compare the results
with elfPlace because its algorithm cannot handle clock
constraints (see TABLE I).

The experimental results show that our placement algo-
rithm consistently achieves better routed wirelengths than
other placers. Specifically, our placer achieves 14.2% smaller
routed wirelength than UTPlaceF 2.0, 11.7% smaller than
RippleFPGA, 9.6% smaller than UTPlaceF 2.X, and
7.9% smaller than NTUfplace on average, respectively.
For some benchmarks, like CLK-FPGA06, which is a large
design with about 925K cells and 58 clock nets, our routed
wirelength is even 13.6%, 6.7%, 10.5% and 4.1% better
than that of baseline placers, respectively. It needs to be
mentioned that UTPlaceF 2.X is a follow-up work to
UTPlaceF 2.0, which relaxes the clock region bounding
box constraints to clock tree constraints. It allows for a
larger solution space for clock routing feasibility and thus
should yield better results. However, even in this unfair
comparison, our routed wirelength is still 9.6% better than
UTPlaceF 2.X, exhibiting the efficacy of our algorithm.
Besides, our GPU-accelerated placer is the fastest one with
4.94×, 2.38×, 1.45×, and 6.58× speedup over other placers,
respectively. These experiments demonstrate the effectiveness
and efficiency of our proposed algorithms.

3) CPU vs. GPU Acceleration: In comparison to the
CPU version, our GPU version achieved similar speedup
ratios and obtained the same routed wirelength on both
ISPD2016 and ISPD2017 benchmarks. Specifically, our al-
gorithm achieved a 5.98× speedup on ISPD2016 bench-
marks and a 5.19× speedup on ISPD2017 benchmarks. On
the other hand, the CPU version only achieves a 1.37×
speedup compared to UTPlaceF on ISPD2016 benchmarks
and is slower than other CPU-based placers. Similarly, on
ISPD2017 benchmarks, the CPU version was slower than
other quadratic placement algorithms. The reason behind this
is that non-convex optimization-based algorithms (see TA-
BLE I) require greater computation. Nevertheless, compared
to NTUfplace, which is also a non-convex optimization-
based algorithm, our algorithm achieved a 1.27× speedup,
indicating that our algorithm has advantage in both terms
of speed and placement quality within the same algorithm
category.

Overall, the experimental results suggest that while non-
convex optimization-based placement algorithms tend to pro-
duce better results, they require greater computation amounts.
However, non-convex optimization-based placement algo-
rithms are highly amenable to parallel acceleration and can
be drastically sped up through heterogeneous paralleliza-
tion [32].

B. Evaluation on Industry Benchmarks

We further evaluate our placer on industrial benchmarks
which consist of a comprehensive instance set and an indus-
trial FPGA architecture from real-world industry scenarios,
including SHIFT, distributed RAM, and CARRY (see TA-
BLE IV). Most previous FPGA placers [5], [7], [9]–[11], [13],
[15], [21], [28], [29] cannot fully handle such an instance



TABLE II: Routed Wirelength (×103) and Runtime (Seconds) Comparison on ISPD 2016 Benchmarks.

Design #LUT/#FF/#BRAM/#DSP UTPlaceF [5] RippleFPGA [28] GPlace 3.0 [29] UTPlaceF-NEP [8] elfPlace (GPU) [13] Ours (CPU) Ours (GPU)
RWL RT RWL RT RWL RT RWL RT RWL RT RWL RT RWL RT

FPGA01 50K/55K/0/0 357 162 350 32 356 83 340 58 317 30 322 386 322 34
FPGA02 100K/66K/100/100 642 273 682 58 644 158 653 89 581 45 582 655 582 51
FPGA03 250K/170K/600/500 3215 778 3251 209 3101 587 3139 336 2865 110 2869 690 2865 113
FPGA04 250K/172K/600/500 5410 768 5492 286 5403 630 5331 349 4853 107 4878 660 4882 109
FPGA05 250K/174K/600/500 9660 973 9909 334 10507 736 10045 381 9206 111 9198 807 9187 119
FPGA06 350K/352K/1000/600 6488 1649 6145 518 5820 1189 5801 596 5699 201 5724 896 5726 230
FPGA07 350K/355K/1000/600 10105 1647 9577 558 9509 1277 9356 597 8740 195 8633 844 8620 207
FPGA08 500K/216K/600/500 7879 1642 8088 412 8126 1400 8298 273 7676 157 7412 838 7405 174
FPGA09 500K/366K/1000/600 12369 2483 11376 662 11711 1848 11633 346 10650 214 10626 943 10622 251
FPGA10 350K/600K/1000/600 8795 3043 6972 1002 6836 1794 6317 353 6068 228 5991 990 5984 256
FPGA11 480K/363K/1000/400 10196 2044 10918 628 10260 1709 10476 309 10432 178 10409 930 10414 209
FPGA12 500K/602K/600/500 7755 2934 7240 847 7224 2263 6835 418 6484 223 6548 1075 6546 286

Ratio 1.138 8.210 1.105 2.430 1.091 6.040 1.073 2.128 1.003 0.895 1.000 5.975 1.000 1.000
* Results for other placers are from the most recent publication [13], collected from a Linux machine with Intel Xeon Gold 6230 CPU (2.10GHz and 20 physical cores) and 64 GiB RAM.

TABLE III: Routed Wirelength (×103) and Runtime (Seconds) Comparison on ISPD 2017 Benchmarks.

Design #LUT/#FF/#BRAM/#DSP #Clock UTPlaceF 2.0 [9] RippleFPGA [11] UTPlaceF 2.X [10] NTUfplace [15] Ours (CPU) Ours (GPU)
RWL RT RWL RT RWL RT RWL RT RWL RT RWL RT

CLK-FPGA01 211K/324K/164/75 32 2208 532 2011 288 2092 180 2039 698 1867 864 1868 136
CLK-FPGA02 230K/280K/236/112 35 2279 513 2168 266 2194 179 2149 710 2013 782 2011 130
CLK-FPGA03 410K/481K/850/395 57 5353 1039 5265 583 5109 343 4901 1704 4756 963 4755 215
CLK-FPGA04 309K/372K/467/224 44 3698 711 3607 380 3600 242 3614 1148 3334 860 3338 162
CLK-FPGA05 393K/469K/798/150 56 4692 939 4660 569 4556 323 4417 1540 4158 962 4154 208
CLK-FPGA06 425K/511K/872/420 58 5589 1066 5737 591 5432 346 5122 2210 4920 988 4918 229
CLK-FPGA07 254K/309K/313/149 38 2444 845 2326 304 2324 201 2320 795 2144 795 2145 141
CLK-FPGA08 212K/257K/161/75 32 1886 529 1778 247 1807 169 1803 588 1648 672 1648 120
CLK-FPGA09 231K/358K/236/112 35 2601 842 2530 327 2507 197 2436 717 2250 807 2248 144
CLK-FPGA10 327K/506K/542/255 47 4464 974 4496 512 4229 286 4339 1597 3836 930 3839 200
CLK-FPGA11 300K/468K/454/224 44 4183 1068 4190 455 3936 265 3964 1618 3629 897 3626 183
CLK-FPGA12 277K/430K/389/187 41 3369 774 3388 409 3236 247 3179 849 2936 862 2938 168
CLK-FPGA13 339K/405K/570/262 47 3816 1172 3833 441 3723 270 3680 985 3403 880 3404 181

Ratio 1.142 4.945 1.117 2.380 1.096 1.453 1.079 6.577 1.000 5.191 1.000 1.000

TABLE IV: Routed Wirelength (×103), Maximum Frequency (MHz), WNS(×103ps), TNS (×105ps) and Runtime (Seconds)
Comparison between Conference Version and Our Algorithm on Industry Benchmarks.

Design
#LUT/#FF #Distributed

#CARRY
Clock Conference Version [37] Ours-dl (GPU) Ours (GPU)

/#BRAM/#DSP RAM+#SHIFT Period (ns) RWL fMAX WNS TNS RT RWL fMAX WNS TNS RT RWL fMAX WNS TNS RT
IND01 17K/11K/0/13 9 2K 5 90 111.84 -3.94 -2.42 45 93 115.14 -3.69 -3.85 72 90 148.13 -1.75 -1.32 70
IND02 11K/10K/0/24 6 335 2 102 160.26 -4.24 -19.73 54 150 107.28 -7.32 -30.68 169 117 202.51 -2.94 -18.15 76
IND03 109K/12K/0/0 0 0 3 1028 176.49 -2.67 -18.47 59 1064 169.49 -2.90 -10.90 99 1031 173.49 -2.76 -16.84 144
IND04 29K/17K/0/16 218 1K 5 279 96.16 -5.40 -27.92 83 332 101.60 -4.84 -16.00 68 283 87.86 -6.38 -21.11 88
IND05 64K/191K/64/928 29K 4K 10 2305 49.25 -10.31 -3.01 97 2463 56.54 -7.69 -10.64 103 2312 68.69 -4.56 -2.35 218
IND06 112K/65K/21/0 0 4K 15 1585 38.48 -10.99 -106.38 84 1749 38.45 -11.01 -319.81 75 1585 46.51 -6.50 -51.92 193
IND07 40K/156K/89/768 26K 3K 4 1498 97.07 -6.30 -20.59 83 1471 105.46 -5.48 -12.18 123 1505 99.61 -6.04 -21.03 265
Ratio 1.00 1.00 1.00 1.00 1.00 1.13 0.99 1.04 1.63 1.52 1.02 1.16 0.76 0.78 2.03

TABLE V: Routed Wirelength(×103), Maximum Frequency (MHz), WNS (×103 ps), TNS (×105 ps), and Runtime (Seconds)
Comparison with Different Techniques on Industry Benchmarks.

Design
w/o precond or chain align (GPU) w/o precond (GPU) w/o chain align (GPU) Ours (GPU)

RWL fMAX WNS TNS RT RWL fMAX WNS TNS RT RWL fMAX WNS TNS RT RWL fMAX WNS TNS RT
IND01 103 117.77 -3.491 -2.849 53 94 124.36 -3.041 -1.826 66 108 131.91 -2.581 -143.009 74 90 148.13 -1.751 -1.323 70
IND02 124 151.98 -4.58 -28.426 148 180 146.48 -4.827 -43.93 64 118 118.36 -6.449 -6029.39 73 117 202.51 -2.938 -18.148 76
IND03 1021 164.47 -3.08 -17.301 123 1021 164.47 -3.08 -17.301 126 1030 178.44 -2.604 -1776.63 125 1031 173.49 -2.764 -16.836 144
IND04 377 69.52 -9.384 -28.074 88 392 72.42 -8.808 -31.798 90 290 107.67 -4.288 -610.918 76 283 87.86 -6.382 -21.112 88
IND05 2290 68.96 -4.502 -3.702 137 diverge diverge diverge diverge diverge 2260 67.25 -4.87 -238.678 153 2312 68.69 -4.558 -2.354 218
IND06 1558 15.23 -50.647 -105.558 109 1576 37.81 -11.45 -113.733 107 1580 32.28 -15.977 -5320.1 114 1585 46.51 -6.502 -51.922 193
IND07 1547 74.24 -9.47 -31.747 186 1393 82.34 -8.145 -20.816 155 diverge diverge diverge diverge diverge 1505 99.61 -6.039 -21.03 265
Ratio 1.076 0.766 2.355 1.599 0.922 1.147 0.829 1.497 1.586 0.801 1.034 0.900 1.468 1.298 0.837 1.000 1.000 1.000 1.000 1.000

set with SLICEL-SLICEM heterogeneity. We also conducted
experiments to evaluate the method of adding additional
driver-to-load nets, which we named Ours-dl (GPU).
Ours-dl (GPU) follows the same net weighting scheme
defined by Eq. (15) in [21]. To better validate the effectiveness
of our placer, we leverage a high-quality FPGA router [38]
to evaluate the placement algorithms more precisely.

From TABLE IV, we can see the comparison between the
conference version [37], Ours-dl (GPU) and our placer.
Our placer can achieve 16% better fMAX, 23.6% better
WNS and 22.5% better TNS, respectively, with minor routed
wirelength degeneration, exhibiting the effectiveness of our
placer. In some benchmarks, such as IND06, which is one
of the most congestion benchmarks, our fMAX, WNS and

TNS are 20.9%, 40.8% and 51.2% better than the baseline, re-
spectively. These experiments demonstrate that our placer can
effectively optimize timing even on congested benchmarks.
The experiments also show that our placer requires more
time to converge on industrial benchmarks. This is because
optimizing timing requires additional iterations, which needs
further optimization in the future. The difficulty in adjusting
the priority of multiple objectives with varying wirelengths
may be a contributing factor to these results. The experimental
results also show that Ours-dl (GPU) has inferior per-
formance compared to the conference version. The difficulty
in adjusting the priority of multiple objectives with varying
wirelengths may be a contributing factor to these results.
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Fig. 10: Runtime breakdown on CLK-FPGA13. Similar dis-
tributions are observed on other benchmarks.

C. Ablation Study for Optimization Techniques

To better understand the performance of our placer, we
perform an ablation study and validate the effectiveness of
our proposed methods by disabling optimization techniques
as follows (see TABLE V).
• Disable the iterative carry chain alignment correction

in global placement and only align chains once in
legalization.

• Disable the dynamic preconditioner and use the default
preconditioner in [13], [36].

• Disable both techniques as the baseline.
We can see from TABLE V that both the iterative carry chain
alignment correction technique and dynamically-adjusted pre-
condition technique helps stabilizes the global placement
convergence and enables better placement solution at conver-
gence. Without either of these two techniques, the placer fails
to converge on one design. The dynamically-adjusted precon-
ditioner helps achieve 14.7% better routed wirelength, 17.1%
fMAX, 49.7% better WNS, and 58.6% better TNS compared
with the default preconditioner [13], [36]. Moreover, the
iterative carry chain alignment correction helps optimize the
routed wirelength, fMAX, WNS, and TNS by 3.4%, 10.0%,
46.8%, and 29.8% with minor runtime overhead. These exper-
iments validate the effectiveness and efficacy of the proposed
carry chain alignment and preconditioning technique.

D. Runtime Breakdown

To analyze the time consumption of our placer, we further
exhibit the runtime breakdown of our algorithm on one of the
largest benchmarks as shown in Fig. 10. With the help of GPU
acceleration, global placement is no longer the most time-
consuming part. The core forward and backward propagation
of the global placement, i.e., the computation of wirelength
and electrostatic density, as well as their gradients, only take
up 26% and 17% of the global placement runtime, respec-
tively. With the great reduction in global placement runtime,
legalization becomes the new runtime bottleneck, taking 53%
of the total placement time. Meanwhile, other miscellaneous
parts, including IOs, parsing, database establishment, etc.,
take up also the same time as that of global placement.

V. CONCLUSION

In this paper, we present a heterogeneous FPGA placement
algorithm that considers the heterogeneity of SLICELs and
SLICEMs, as well as timing closure and clock feasibility.

A new electrostatic formulation and a nested Lagrangian
paradigm have been proposed to achieve uniform optimization
of wirelength, routability, timing, and clock feasibility for
heterogeneous instance types, including LUT, FF, BRAM,
DSP, distributed RAM, SHIFT, and CARRY. Additionally,
we propose a dynamically adjusted preconditioner, a timing-
driven net-weighting scheme, and a smooth clock penalization
technique in order to ensure that the placement is convergent
to high-quality solutions. On the ISPD 2017 contest bench-
mark, experiments have revealed that our placer can achieve
14.2%, 11.7%, 9.6%, and 7.9% better routed wirelengths
compared to the state-of-the-art placers, UTPlaceF 2.0,
RippleFPGA, UTPlaceF 2.X, and NTUfplace, respec-
tively, at 1.5-6× speedup leveraging GPU acceleration. We
conducted experiments on industrial benchmarks to prove that
our algorithms are capable of achieving 16% better fMAX,
23.6% better WNS and 22.5% better TNS with about 2%
increase in routed wirelength.
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